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Figure 1. Overview of event-based visual vibrometry. A hybrid camera system, comprising a frame-based camera and an event camera, is
utilized to capture subtle object vibrations (a). We propose an event-based subtle motion estimation method that leverages the event stream
and a reference frame as input (b). The subtle motion field is extracted at each pixel location across time (c). This motion field can be
further analyzed to extract the global motion spectrum and independent vibration modes (d). Each mode is characterized by a resonant
frequency and a corresponding mode shape, which manifest as distinct peaks in the motion spectrum.

Abstract

Visual vibrometry has emerged as a powerful technique
for remote acquisition of audio and the physical properties
of materials. To capture high-frequency vibrations, frame-
based approaches often require a high-speed video camera
and bright lighting to compensate for the short exposure
time. In this paper, we introduce event-based visual vibrom-
etry, a new high-speed visual vibration sensing method us-
ing an event camera. By leveraging the high temporal reso-
lution and low bandwidth characteristics of event cameras,
event-based visual vibrometry enables high-speed vibration
sensing under ambient lighting conditions with improved
data efficiency. Specifically, we leverage a hybrid camera
system and propose an event-based subtle motion estima-
tion framework that integrates an optimization-based ap-
proach based on the event generation model and a motion
refinement network. We demonstrate our method by captur-
ing vibration caused by audio sources and estimating mate-
rial properties for various objects.

* Corresponding author

1. Introduction

Vibrations are pervasive phenomena that arise from a wide
range of sources, including engines, percussive impacts,
and musical instruments. These vibrations typically ex-
hibit small amplitudes and a broad spectrum of frequencies,
spanning from a few Hz to MHz, and carry an immense
amount of information. Vibration analysis is an established
tool in various engineering and scientific fields, including
the remote acquisition of audio signals [8], the monitoring
of human heart rate [38, 56], and the estimation of material
properties [2, 9, 13].

Various devices have been used to measure and ana-
lyze vibrations. Among these, contact sensors [48] and
laser vibrometers [11] are two widely used traditional vi-
bration sensors, both of which are specialized instruments
and only measure the vibration of a single surface point.
Recently, much progress has been made on visual vibrome-
try [2, 4,9, 13], an emerging technique that utilizes general-
purpose video cameras for vibration measurement. In
contrast to traditional vibration sensors, video-based ap-
proaches enable spatially dense measurements of surface
motion. However, the acquisition of high-frequency vi-



brations requires high-speed cameras coupled with bright
lighting to compensate for the short exposure time, which
is impractical in many real-world applications. Addition-
ally, high-speed cameras demand substantial bandwidth re-
quirements. To eliminate the need for high-speed cameras,
Sheinin et al. [43] propose a dual-shutter system combined
with active speckle-based techniques. Nevertheless, the na-
ture of speckle-based vibration imaging restricts its appli-
cability and confines vibration sampling to only several sur-
face points. In short, frame-based visual vibrometry en-
counters challenges in efficiently capturing high-frequency
vibrations while maintaining bandwidth efficiency and mea-
surement convenience.

Event cameras [ 14, 25], characterized by their high tem-
poral resolution, high dynamic range, and low bandwidth
requirements, have emerged as a promising solution for
high-speed sensing [16]. Unlike conventional cameras,
event cameras asynchronously record per-pixel logarithmic
scene radiance changes. This signal-triggering mechanism
is particularly advantageous for vibration sensing, where ra-
diance changes occur only in a small fraction of pixels, lead-
ing to a significantly reduced data rate. The high temporal
resolution and dynamic range inherent to event cameras en-
able the measurement of high-frequency vibrations under
ambient lighting. These characteristics position event cam-
eras as potential alternatives to address the constraints of
frame-based visual vibrometry.

Despite the potential of event cameras, estimating subtle
motion from event data remains an open problem. Firstly,
although event cameras have been applied to small motion
scenarios for motion magnification [7], this approach fo-
cuses on visualizing small motions and adopts an implicit
motion representation. However, the explicit estimation of
subtle motion is essential in visual vibrometry for vibration
analysis. Secondly, adapting existing event-based motion
estimation techniques to vibration scenarios presents signif-
icant difficulties. Existing event-based optical flow estima-
tion methods [19, 37, 47, 58] generally assume continuous
apparent motion of visual patterns, which is violated by the
oscillatory nature of vibrations. Events caused by vibrations
are primarily localized along object edges, and this spatial
sparsity hinders the effectiveness of event alignment tech-
niques like Contrast Maximization [37, 47]. Moreover, in
comparison to general scenarios, vibrations tend to produce
significantly fewer events. Estimating subtle motion from
such sparse event data is highly vulnerable to noise inherent
in event cameras [23].

In this paper, we propose event-based visual vibrometry
as an efficient and practical solution for vibration measure-
ment and analysis. To address the challenges mentioned
above, we employ an Event-RGB hybrid camera system [7,
20, 55] (Fig. 1(a)), which combines event streams with spa-
tial texture information from conventional frames. We pro-

pose an event-based subtle motion estimation framework
that takes event streams and a single reference frame as in-
puts (Fig. 1(b)). Initially, we employ an optimization-based
approach grounded in the event generation model [21, 36] to
derive coarse motion estimates within short temporal win-
dows. The sparsity of event data restricts the validity of
these coarse estimates to only event-triggered regions, while
simultaneously introducing undesirable smoothing effects.
Additionally, quantization errors in event cameras compro-
mise the accuracy of motion amplitude estimation. To ad-
dress these issues, we adopt a motion refinement network
that aggregates historical motion information to enhance the
coarse motion estimation and obtain long-range vibration
displacements (Fig. 1(c)). The refined motion fields across
time can subsequently be analyzed (Fig. 1(d)) for various
visual vibrometry applications. The key contributions of
our work are summarized as follows:

* a bandwidth-efficient visual vibrometry approach that
leverages a hybrid camera system to measure high-
frequency vibration under ambient lighting conditions;

* an event-based subtle motion estimation framework that
integrates a model-based optimization approach and a
motion refinement network;

* a thorough evaluation on both synthetic data and real-
world vibrations caused by various sources, demonstrat-
ing the effectiveness of event-based visual vibrometry.

2. Related Works

Traditional vibration sensors.  This section reviews two
prevalent traditional vibration measurement devices: con-
tact sensors and active sensors. Contact sensors operate
through direct physical contact with the target object [48].
Accelerometers and piezoelectric pickups are representa-
tive examples of contact sensors that respond to acceler-
ation. Among active sensors, laser Doppler vibrometers
(LDVs) are the most common type used for vibration mea-
surement [1 1, 41]. LDVs operate by projecting a laser beam
onto the target object and calculating the surface velocity
from the phase shift in the reflected light. LDV have been
used to find defects in composite materials [3, 5], examine
the integrity of building structures [40], and modal analy-
sis [30, 31]. Both contact sensors and laser vibrometers are
typically limited to measuring vibrations at a single point
on the surface.

Frame-based visual vibrometry. Recent studies on
video motion magnification [53, 54, 56] have demonstrated
the capability to detect subtle motions captured in videos.
These methods typically exploit spatial phase variations
of the complex steerable pyramid [39, 49, 50] to esti-
mate small local motions. Chen et al. [6] applied this
phase-based subtle motion estimation method to quantify
the vibration modes of pipes and cantilever beams. Davis



et al. [8] analyzed object vibrations induced by acous-
tic excitation to reconstruct the original sound. Davis et
al. [9] employed the motion spectra extracted from video
to estimate the physical properties of objects. Feng et
al. [13] extended this methodology to heterogeneous prop-
erties and proposed a physics-constrained optimization ap-
proach. Capturing high-frequency vibrations requires ex-
pensive 2D high-speed cameras. To address this cost, some
works [1, 57] utilize fast 1D sensors for high-frequency ac-
quisition, but they can only measure vibrations along one
dimension. Sheinin et al. [43] proposed a dual-shutter
system with high-frequency sensing capabilities, integrated
with active speckle-based techniques that optically magnify
small-amplitude vibrations through laser illumination.

Event-based vibration measurement.  Recent studies
have investigated the application of event cameras for vi-
bration measurement [10, 29, 33]. Dorn et al. [10] adapted
the phase-based subtle motion extraction method to event
data, assuming that each event contributes an equal phase
change. Subsequently, they developed an event-based struc-
tural monitoring method. Shi et al. [44] incorporated laser
active illumination to enhance event-based vibration mea-
surements and introduced a frequency estimation technique
based on Gaussian mixture distributions. Niwa et al. [34]
presented a non-contact audio recovery setup using an event
camera, employing the phase-based approach proposed in
[10]. Howard et al. [22] implemented a similar setup, but
recovered audio signals by analyzing the zero-crossings of
pixels. Chen et al. [7] developed an event-based motion
magnification method for amplifying and visualizing subtle
motions. However, this approach does not directly estimate
subtle motions; instead, motion information is implicitly
derived from event signals via neural network processing.
In this work, we focus on passive capture and estimation of
subtle vibrations through the synergistic use of event signals
and conventional frames.

3. Method

3.1. Problem Formulation

Vibration modal analysis.  The vibrations of objects are
often well-approximated by linear systems. In modal analy-
sis, a solid object is modeled as a system of point masses in-
terconnected by springs [42]. In this discretized model, the
mass matrix M and the stiffness matrix K describe mass
concentrated and stiffness between each pair of degrees of
freedom (DOF), respectively. The equation of motion for
this system is given by:

Mi + Kz = 0, (1)

where x and & denote the displacement and acceleration of
each DOF. The object’s vibrations exhibit resonant frequen-

cies, which correspond to the eigenvalues of the system:
Kui = wiQMui, (2)

where w; represents a resonant frequency and the corre-
sponding eigenvector u; describes the mode shape. To
make the theory of vibration accessible to the computer vi-
sion audience, we highlight the following key concepts:

* Mode Shapes (u;...u,): Each mode shape represents a
distinct pattern of vibration for the object. The set of
mode shapes forms an orthogonal basis for the vibration.

* Resonant Frequencies (w;...w,): Each mode is associ-
ated with a resonant frequency. Resonant frequencies are
spatially invariant across the object’s surface.

The global motion power spectrum for an object can be
computed by averaging the power spectra of local motions
extracted at each pixel location. The modes of vibrations
manifest as peaks in the motion power spectrum (Fig. 1(d)).
Estimating mechanical properties from vibrations is based
on the insight that variations in mechanical properties in-
duce changes in the resonant frequencies and mode shapes
for a fixed geometry.

Event formation model. =~ When the logarithmic change
of brightness at pixel x; and time ¢ exceeds a specific
threshold C, an event signal e, = (xg, tx, px) Will be trig-
gered:

|L(xg, tr) — L(xp, ty, — Atg)| > C, 3)

where pi, € {1, —1} is the polarity of the brightness change,
L(xg, t) denotes the logarithmic brightness at pixel x; and
time tj, and t, — Aty is the time at which the Npreceding
event was triggered at pixel x;. Let £ = {ey},°, denote
a set of N, events triggered within a short time interval,
the brightness change can be computed by summing their
polarities:

Ne
AL(x) = Y prCd(x — xy), “)

k=1

where the Dirac delta function § selects the pixel x;. As-
suming brightness constancy over the interval, the bright-
ness change can be approximated as the product of the
brightness gradient VL and the displacement Ax, where
the displacement is a result of motion with velocity v on
the image plane [18]:

AL(x) = —VL(x) - Ax = —~VL(x) - v(x)At.  (5)

3.2. Coarse Motion by Optimization

Given the sparsity of event signals in vibration scenarios,
event alignment and correlation techniques [19, 37, 47],
commonly used in previous methods, are not applicable.
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Figure 2. An example (corresponding to the jelly cube in Fig. 1(b))
of coarse motion through optimization. The predicted brightness
change (c), denoted as AL in Eq. (5) aligns well with the event
frame (a), represented by AL in Eq. (4).

Therefore, we employ a hybrid Event-RGB camera system,
integrating high-speed event signals with spatially dense
texture information from images, to facilitate subtle motion
estimation. Our method takes event streams and a single
reference frame as inputs.

Leveraging the event formation model, we formulate the
problem of event-based subtle motion estimation as an op-
timization task, where we minimize the mismatch between
the brightness change AL, derived from event accumula-
tion (as shown in Eq. (4)), and its prediction AL, obtained
from moving brightness edges (as detailed in Eq. (5)).

Optimization objective. =~ The composite loss function is
a combination of data-fidelity term Fyg,, and regularization
term Fyeg:

E(v) = Eqata(V; €) + ABeg (VV), (6)

where ) serves as a balancing parameter, empirically set to
0.5 in our experiments.

The data-fidelity term Eg,¢, measures the difference be-
tween the observed brightness change AL derived from
event accumulation and its prediction AL based on our
coarse motion estimation v:

AL AL

= M| (D)
|AL|5 ALz ||,

Edata(v; 5) =

where M is a mask selecting pixels with events triggered.
Due to spatial-temporal variations in the contrast thresh-
old C [23], we compute the difference between normal-
ized brightness changes across the image plane to enhance
the robustness of the optimization, following established
methodologies [21, 46]. To analyze high-frequency vibra-
tions, the subtle motion is estimated within a very short time
interval (typically less than 0.5 ms), during which very few
event signals are triggered. It is challenging to accurately
estimate flow in regions devoid of events, which often cor-
respond to areas with low contrast or zero flow. To mitigate
these inaccuracies, we only calculate the data-fidelity loss
term at pixel locations with events triggered.

We assume that flow vectors vary smoothly with sparse
discontinuities occurring at object boundaries. The regular-
ization term E,.; encourages smoothness of the estimated
motion v by minimizing the differences between neighbor-
ing pixels. This term is defined as:

Breg(VV) = [w(x) V¥ ()], ®)

where w represents the smoothness weight for each pixel.
Following prior research [36], the weight w is computed
based on the gradients of the reference image:

w(x) = exp(—p|VL(x))), ©)

where VL(x) denotes the spatial gradient of the logarithmic
brightness at pixel x.

Optimization details. To enhance the convergence
speed and robustness of the optimization process, we em-
ploy a patch-based optimization strategy implemented in a
coarse-to-fine manner [47]. This strategy involves three res-
olution scales in a pyramid structure, with the coarsest patch
size at 32 x 32 pixels and the finest at 8 x 8 pixels. Bi-
linear interpolation is utilized for upsampling between suc-
cessive scales. v is initialized uniformly within the range
[—0.1,0.1] at the coarsest scale. For the subsequent scale,
the initialization is derived from the optimization results of
the preceding scale. We utilize the Adam optimizer [24]
with a learning rate of 0.05, and the overall number of iter-
ations is set to 40.

Analysis. An example of coarse motion estimation is
presented in Fig. 2. From this example, it is observed
that the predicted brightness change AL, derived from the
coarse motion (Fig. 2(b)), aligns well with the event frame
(Fig. 2(a)), which corresponds to AL in Eq. (4). This
demonstrates the efficacy of the coarse motion estimation.
However, the coarse motion results manifest several limi-
tations. First, due to the sparsity of events, the estimated
coarse motion yields valid results only in regions where
events are triggered, and it is susceptible to noise. Second,
quantization errors in event cameras hinder the accurate re-
covery of motion amplitude in the coarse motion results.

3.3. Motion Refinement by Learning

With the optimization-based approach described in Sec. 3.2,
we obtain the coarse motion results, denoted as f¢ for
ease of presentation. While f¢ enables the brightness
change prediction AL to align with the event signals, it ex-
hibits issues including excessive smoothness, susceptibil-
ity to noise, and inaccurate motion amplitude estimation.
To address these problems, we propose EVibNet, a mo-
tion refinement network specifically designed to enhance
the coarse motion results.

The pipeline of EVibNet is shown in Fig. 3. The net-
work takes event signals £, a single reference frame I,



Feature
Fusion

:Ffuse

'
[N N BV S S

Coarse motion f3;

i+1

Motion
Refine

Trefine

Flow color map

Figure 3. Pipeline of our EVibNet. (Input: I, and &;) Initially, features are extracted from the reference frame I,¢ and events triggered
within the time interval [¢;, t;41] using F1, and Fg, respectively. Then the extracted features are fused with a fusion module Fyse. The
coarse motion obtained in Sec. 3.2 is fed into a motion encoder F, generating the motion feature f;, ;,, ,, which is further refined by the
motion refine module Frefine. Finally, the refined motion feature is accumulated to obtain the vibration displacement (Outout: f; ;. , ).

and coarse motion results f¢ as inputs. Specifically, EVib-
Net comprises two principal components: 1) two modality-
specific encoders Fr, and Fg and a fusion module Fise;
2) a coarse motion refinement module F,cf, and a motion
accumulation module F..

Feature extraction.  For events &; triggered in the time
interval [¢;,t;11], we transform &; into two distinct voxel
grids Ej and E; for positive and negative events respec-
tively, following the procedure in [17]. Due to the modal-
ity gap between frames and events, we use two modality-
specific encoders JFr, and Fg to extract features from the
reference frame I..r and events &;, respectively. To solve
the issue of inaccurate motion amplitude estimation caused
by quantization error, we leverage the temporal structure
inherent in the event data using a recurrent convolutional
encoder. Specifically, a ConvLSTM [45] layer is integrated
into each encoder stage of . The feature extraction pro-
cess for the reference frame and event stack is performed
using the feature encoders as follows:

' = Fr(Let), fFf =T(Ef,E  hi1),  (10)

where L, fiE € R wXxD the feature resolution (h, w) is
1/4 of the original image resolution (H, W), and h;_1 refers
to the hidden states in the recurrent event encoder.

Given that event signals are triggered in only a few
regions when capturing vibrating objects, it is crucial to
leverage texture features extracted from the reference frame
to regulate the motion features extracted from the events.
Following [51], we employ a cross-modal attention fusion
block, denoted as Fr,se, to adaptively fuse the information
from these two modalities, yielding the fused feature M.
The cross-modal attention in Fg,s takes as input the queries
QE derived from the event features fiE, and the keys K and
values V¥ derived from the image features f.

Motion refinement and accumulation.  With the frame-
event fused feature fiH, we refine the coarse motion fft -
through a motion refinement module, denoted as Fiefine-
The coarse motion f{ , . is initially encoded into coarse

motion features f; ;  using a motion encoder Fyi. Sub-

sequently, the motion information embedded in f! is lever-
aged to refine ff , . producing the refined motion feature
ftrm lig1 :
tri,tH_I :Freﬁne(fﬁvfé’ti+l)~ (11)
Following the refinement of coarse motion, we further
accumulate short-term motion into long-range displace-
ment. This approach is motivated by two factors: First, mo-
tion within a very short time interval is typically minimal
and thus more susceptible to noise. Second, estimating the
displacement of points on vibrating objects relative to a ref-
erence state facilitates subsequent analysis. However, direct
accumulation of motion at each time step results in signif-
icant accumulation errors. Therefore, we integrate short-
term motion using a motion accumulation module F,..
The accumulated motion feature f; ;, is computed as fol-
lows:

acc _ acc er
ft07ti+1 = Face <ft07ti’fti;ti+17

), (12)
where f{°; is derived from the preceding time interval, and
f serves as the context feature to guide the motion accu-
mulation. For simplicity, F,.. is implemented as a simple
RNN comprising two ConvNext blocks [27]. Finally, the
accumulated motion feature is decoded into the target dis-

placement f, ¢, , using a motion decoder Fp.

3.4. Implementation Details
Loss functions.  Our loss functions are derived from prior

work on optical flow estimation [52]. The network is su-
pervised using the [; distance between the predicted and



ground truth flow across the entire sequence of predictions,
{fto.tzs - fto,tn }- Given the ground truth flow sequence
{fgf,tl ey fgitN}, the loss is defined as:

L. (13)

N
L= ZHftgot,ti - ft07ti
i=1

Synthetic dataset.  Obtaining ground truth data for real-
world subtle motion is challenging. Therefore, following
previous studies [7, 35], we simulate subtle motion by com-
positing foreground elements onto a background. We sam-
ple images from the MS COCO dataset [26] for the back-
ground and use segmented objects from the PASCAL VOC
dataset [12] for the foreground. The magnitude and direc-
tion of motion for both the background and each foreground
object are generated randomly. To simulate sub-pixel mo-
tions, we initially generate high-resolution videos, where
the motion appears larger, and subsequently downsample
each frame to the desired resolution. After obtaining the
videos, we use the event simulator V2E [23] to simulate
event data from downsampled videos.

Training details. = We implement our approach using the
PyTorch framework and conduct all experiments on a single
NVIDIA GeForce RTX 3090 GPU. During training, we use
the AdamW optimizer [28] and configure the batch size to
4. The EVibNet is trained together for 20 epochs. The ini-
tial learning rate is set to 2 x 10~%, and a cosine annealing
learning rate scheduling strategy is employed.

Hybrid camera system. Our hybrid camera system con-
sists of a machine vision camera (HIKVISION MV-CA050-
12UC) and an event camera (PROPHESEE GEN4.1), which
are co-aligned using a beam splitter (Thorlabs CCMI1-
BS013). We utilize the calibration method proposed in [32]
to achieve pixel alignment.

4. Experiments

In this section, we first evaluate the sub-pixel motion es-
timation accuracy of the proposed method on the synthetic
dataset in Sec. 4.1. Then we validate our method’s ability to
detect high-frequency vibrations by capturing and replaying
the vibration caused by audio sources in Sec. 4.2. Finally,
we demonstrate our method by estimating both homoge-
neous and heterogeneous material properties of objects with
known geometry in Sec. 4.3.

4.1. Evaluation on Synthetic Dataset

We compare our method to the phase-based subtle motion
estimation approach (denoted as RGBPhase) that is widely
used in frame-based visual vibrometry. This approach com-
putes local motion signals from phase shifts within a com-
plex steerable pyramid (CSP) [39, 49, 50]. For the com-
parison with high-speed videos, we apply RGBPhase to the

Table 1. Motion estimation comparison on the synthetic dataset.
E and F denote events and frames, respectively. | indicates the
lower, the better throughout this paper. The best performances are
highlighted in bold.

Methods Inputs EPE] % Out)
EV-FlowNet [37] E 0.1805 47.95
MCM [47] E 0.4511 66.87
RGBPhase [15] F (960Hz) 0.2833 54.78
EMM [7]4+RAFT [52] E+F (30Hz) 0.2190 47.63
Ours E +F (single) 0.0834 21.29

original video sequences used to simulate event streams in
our synthetic dataset. Furthermore, we compare our method
with two representative event-based optical flow estimation
methods: Multi-reference Contrast Maximization (MCM)
[47] and the recurrent version of EV-FlowNet [37, 58]. To
validate the superior suitability of our method for subtle mo-
tion estimation compared to the event-based motion mag-
nification method (EMM) [7], we retrain EMM using our
synthetic dataset and leverage an off-the-shelf optical flow
estimation method RAFT [52] to estimate optical flow from
the motion-magnified videos generated by EMM.

We adopt the average endpoint error (EPE) and the
percentage of pixels with EPE > 0.1 px (denoted as "%
Out”) as evaluation metrics. The quantitative comparison
results are presented in Tab. I. The results demonstrate
that our method substantially outperforms previous event-
based optical flow estimation techniques, primarily due to
its specific design for subtle motion estimation. Notably,
RGBPhase exhibits unsatisfactory performance on our syn-
thetic dataset, likely attributable to the noise in local phase
information encoded in the CSP. The inferior performance
of EMM + RAFT compared to our method suggests that
subtle motion estimation cannot be effectively achieved by
simply cascading an optical flow method with EMM. This
performance gap may be attributed to the blurring artifacts
often introduced by motion magnification techniques.

4.2. Capturing audio signals

To validate the efficacy of our method in real-world high-
frequency vibration sensing, we apply it to remote acqui-
sition of audio signals. In the experimental setup depicted
in Fig. 4, we capture the membrane vibrations of a speaker
playing a linear up-chirp signal ranging from 0 to 1000 Hz.
Concurrently, we obtain reference audio recordings using
a microphone. With the subtle motion extracted by our
method, the 1D audio signal is reconstructed by averaging
the local motions across all pixel locations and orientations
[8]. We compare our method with an event-based sound
recovery method (EBVM) proposed by Niwa et al. [34].
By integrating events and frames, our method estimates
subtle motion more accurately than the phase-based ap-
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Figure 4. Speaker membrane experiments. (a) A speaker is play-
ing an up-chirp signal ranging from 0 to 1000 Hz. (b) The spec-
trogram of the source sound recorded by a microphone. (c) The
spectrogram of the recovered audio from EBVM [34]. (d) The
spectrogram of our recovered sound.

Table 2. Percent error in estimating the Young’s Modulus for each
rod. The best performances are highlighted in bold. The content
in each cell refers to the results for rods clamped to a length of 35
cm and 48 cm respectively.

% Error |, Lighting  Aluminum Steel Copper
low 10.01/10.42  -11.64/-9.28  -9.40/4.64
Video [9] medium  4.13/-3.70  -10.72/-7.62 -4.41/-2.70
high -1.45/-1.99  -7.94/-596  -3.14/-2.10
low 2.90/3.21 -7.61/-6.58  -5.65/2.28
Ours medium  -1.26/1.64  -6.77/-5.08  -3.39/-2.07
high 0.39/-1.47  -5.93/-5.08 -2.25/-2.07

proach adopted in EBVM. The experimental results demon-
strate significantly reduced noise levels and enhanced high-
frequency reconstruction fidelity compared to the baseline
method.

In Fig. 5, we conduct an experiment similar to Davis
et al. [8]. A speaker playing the “MaryMIDI” audio ex-
cites the chip bag. We measure the vibration of a chip
bag and recover the audio. The spectrograms of recov-
ered audio reveal superior waveform fidelity achieved by
our method. These results demonstrate our method’s ro-
bustness and practical applicability in complex real-world
vibration sensing scenarios.

4.3. Estimating material properties

We apply our method to estimate homogeneous and hetero-
geneous material properties from vibrations.

Homogeneous material properties. Considering ob-
jects with homogeneous material properties, it can be ob-
tained from Eq. (2) that different objects with the same ge-
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Figure 5. Audio recovery from a bag of chips. (a) Sound from an
audio source (speaker) excites the chip bag. (b) The spectrogram
of the input signal sent to the speaker. (c) The spectrogram of the
recovered audio from EBVM [34]. (d) The spectrogram of our
recovered sound.

ometry have an identical set of mode shapes, but their reso-
nant frequencies scale proportionally to material properties
[9]. Following Davis et al. [9], we apply our method to esti-
mate the homogeneous material properties of various metal
rods. The simple geometry of clamped rods makes their vi-
bration well-studied [42]. The fundamental frequency wy
(first resonant frequency) of a rod is given by:

d |E
w1=O.1399ﬁ L (14)

where d is the diameter of the rod, L is the length, F is the
Young’s modulus, and p is the density. While length, diam-
eter, and density can be easily measured, Young’s modulus
is often measured with a tensile test, which will damage the
object. In this experiment, we try to estimate the Young’s
modulus of the rods by finding their fundamental frequency,
which is the highest peak in the motion spectrum.

We test rods with three different metals: aluminum,
steel, and copper. Each rod is tested at two lengths (35
cm and 48 cm) and under three brightness conditions (100,
500, and 1500 lux). For comparison with frame-based vi-
sual vibrometry, we capture 1000 fps videos under identical
settings. Resonant frequencies are global properties and in-
variant to the viewpoint, ensuring that estimation accuracy
is not affected by the viewpoint. In Tab. 2, we compare the
estimated Young’s modulus values with those provided by
the manufacturer. The results demonstrate that our method
achieves more robust performance across varying lighting
conditions. We further compare the data sizes of 1000 fps
videos with signals captured by our imaging system in the
rod experiments. Our method requires only a single image;
consequently, the data size of the reference frame is negli-
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Figure 6. Heterogenous material properties estimation result of the
defect cube (a) and a homogeneous cube (b), the results are plotted
with the same colormaps. Based on the results, we can easily dif-
ferentiate between a cube with a defect and a homogeneous one.

gible. At the same 720p resolution, event cameras produce
event streams at 1-5 MB/s, about 20% of the compressed
1000 fps videos (H. 264 encoded). The discrepancy is more
pronounced when considering the actual transmission band-
width required for high-speed cameras. We also test exist-
ing event-based optical flow estimation methods. However,
both EV-FlowNet [37] and MCM [47] struggle to accurately
estimate the vibrations of the rods, and we can not identify
reasonable resonant frequencies in the motion spectra.

Heterogeneous material properties. = When considering
objects with heterogeneous material properties, spatial in-
homogeneities in these properties influence both the reso-
nant frequencies and mode shapes. Based on the mathemat-
ical relationship between modes and material properties,
Feng et al. [13] propose a physical-constrained optimiza-
tion approach to estimate heterogeneous material properties
from several image-space vibration modes.

To demonstrate the applicability of our method to visual
vibration tomography, we experiment on two jelly cubes:
one homogeneous and the other with an interior defect (a
rubber doll embedded within the jelly cube). We capture
data under an initial deformation condition and identify
unique modes in the estimated motion fields, as shown in
Fig. 1. For each cube, we infer spatially-varying Young’s
modulus and density values on a 10 x 10 x 10 hexahedral
mesh with the optimization algorithm proposed by Feng et
al. [13]. The reconstruction results are shown in Fig. 6. The
reconstruction is obtained using only five unique image-
space modes. The defective cube has a rubber doll on top,
which is stiffer than the jelly cube. The results Fig. 6(a)
show the existence of the defect, and clearly differ from
that of the homogeneous cube. Due to the high damping of
the jelly cubes, the reconstruction results are not perfectly
aligned with the data, but we can still easily differentiate
between the two cubes.

Table 3. Ablation study of the method design on the synthetic data.

Coarse W/ocm W/oacc W/oframe  Ours

EPE| 03632 0.0969  0.1299 0.1734 0.0834
% Out] 5145 2591 36.99 42.25 21.29

4.4. Ablation studies

To validate the effectiveness and necessity of each part of
our method, we conduct several ablation studies and show
the results in Tab. 3. To assess the necessity of motion re-
finement using EVibNet, we test the performance of coarse
motion (denoted as “coarse”). To verify the contribution of
the coarse motion obtained from optimization, we remove
it from the inputs of EVibNet (denoted as “w/o cm”). To
demonstrate the effectiveness of the motion accumulation
module, we directly accumulate motions at each time step
(denoted as “w/o acc”). Finally, we show the necessity of
the reference frame by removing it from inputs (denoted as
“w/o frame”). As indicated in Tab. 3, our complete method
achieves the lowest EPE and % Out, which demonstrates
the contribution of each component of our method.

5. Conclusion

We present a bandwidth-efficient approach for high-speed
vibration sensing with an Event-RGB hybrid camera sys-
tem. To extract subtle motion frame event data, we inte-
grate an optimization-based approach with a learning-based
motion refinement network. We demonstrate our method
through the capture of vibrations induced by audio sources
and the estimation of material properties.

Limitations.  In the synthetic dataset, subtle motion is
simulated by compositing foreground elements onto a back-
ground, which exhibits a gap from real-world vibration sce-
narios. In the future, simulating more realistic synthetic
datasets using the finite element method (FEM) will further
improve the performance of event-based visual vibrometry.
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6. Additional experimental results

This section presents additional experimental results
demonstrating the efficacy of our method in visual vibrom-
etry applications.

6.1. Audio recovery under different lighting

The high dynamic range (HDR) characteristic of event cam-
eras enables event-based visual vibrometry to operate ef-
fectively under ambient illumination conditions. To ana-
lyze the performance of our method under varying illumi-
nation levels, we record one speaker playing a chirp sig-
nal at four distinct brightness levels, ranging from 400 lux
to 3200 lux. For comparison of the frame-based method,
we simultaneously capture the speaker with a high-speed
video camera at 1000 fps and recover audio signals using
the visual microphone (VM) technique [2]. The signal re-
construction quality is evaluated using the segmental signal-
to-noise ratio (SSNR). As shown in Tab. 4, our method
achieves more robust performance across different lighting
conditions. Notably, the performance of our method un-
der low illumination (400 lux) is comparable to that of the
frame-based method under high illumination (3200 lux).

Table 4. Signal reconstruction SSNR (the higher the better) com-
parison under different lighting conditions.

Method 400Ilux 800Iux 16001lux 3200 lux
VM [2] 0.31 0.38 0.89 2.25
Ours 3.75 4.48 4.51 4.65

6.2. Analyzing vibration of tuning forks

We analyze the vibrations of two tuning forks with funda-
mental frequencies of 128 Hz and 256 Hz, respectively. As
shown in Fig. 7, we strike the forks with a rubber-tipped
mallet and measure their vibrations. The spectrograms ob-
tained by our method accurately reflect the fundamental fre-
quencies of the tuning forks. In contrast, EBVM fails to
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Figure 7. Vibration analysis of two tuning forks with fundamen-
tal frequencies of 128Hz and 256Hz (a). We compare recovered
spectrograms between our method (b) and EBVM [5] (c). The re-
sults obtained using our method align well with the fundamental
frequencies of the tuning forks.

recover these fundamental frequencies, potentially due to
noise in the event signal under ambient lighting conditions.

6.3. Material properties with unknown geometry

We demonstrate the applicability of our method in learn-
ing the material properties of objects with unknown geom-
etry. The experiments on material property estimation, as
detailed in the main manuscript, rely on precise knowledge
of the object’s geometry. As a result, their potential appli-
cation is limited to objects with simple geometries that can
be precisely measured, or to man-made structures with de-
tailed CAD models, for which resonant frequencies can be
obtained through the finite element method (FEM).

Given a set of objects with similar but not precisely mod-
eled geometries, the differences in their material proper-
ties will be revealed in their resonant frequencies and mode
shapes. Based on this intuition, Davis et al. propose to learn
relationships between motion spectra and the material prop-
erties of objects with similar but unknown geometry. They
conducted experiments on a dataset comprising 30 hang-
ing fabrics [1], along with corresponding ground truth mea-
surements of area weight. Following their work, we simu-
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Figure 8. Comparison of extracted motion spectra and predic-
tions on material properties estimated from videos [3] (upper) and
events (below) on the fabric dataset [1]. The Pearson correlation
values (R) are shown in the figure.

late corresponding events with the V2E simulator [4] from
videos captured by a grayscale Point Grey camera at 60 fps.
From the simulated events, we extract motion spectra us-
ing our proposed method. Consistent with the methodology
in [3], we employ the motion spectra directly as features
and train a Partial Least Squares Regression model to map
the motion spectra to the logarithm of the ground truth area
weight. Due to the small size of the dataset, we employ
the leave-one-out cross-validation strategy. The extracted
motion spectra and area weight prediction results obtained
from our method and from videos are presented in Fig. 8.
The Pearson correlation values (R) of our predictions are
slightly lower than those of the frame-based method. Note
that the data size of our simulated events (16-bit Prophe-
see EVT 3.0 format) is less than 10% that of the original
videos, indicating that the vibrations are efficiently encoded
in the simulated events. Considering the reduced data size,
we believe the minor performance drop is acceptable.

7. Discussion

7.1. Thresholds’ impact on vibration sensing

For frame-based cameras, the accuracy of vibration estima-
tion depends on bit depth and quantum efficiency in noise-
free conditions. Correspondingly, the precision of subtle
motion estimation from event data is affected by the con-
trast threshold. The threshold of event cameras generally
exceeds one gray level in images, resulting in a lower the-
oretical precision for event-based visual vibrometry, espe-
cially in scenarios involving extremely low-amplitude vi-

bration measurements. Intuitively, lowering the threshold
would trigger more event signals, thereby improving motion
extraction accuracy. Nevertheless, due to current hardware
constraints, event cameras are more susceptible to noise at
lower thresholds. Despite this hardware limitation, experi-
mental results demonstrate that our method achieves satis-
factory performance across many applications. Future hard-
ware advancements will further improve the precision of
event-based visual vibrometry.

7.2. Inference frequency

The time step for voxel partitioning is primarily determined
by the vibration frequency of the observed object. Specif-
ically, the Nyquist frequency of the motion estimation re-
sults should exceed the target frequency range. The compu-
tational overhead of our method increases linearly with the
number of voxels. At a resolution of 256 x256, the overall
running time for each step of the coarse motion optimiza-
tion and subsequent network refinement on our test system
is approximately 0.04s.

We evaluate the quality of audio recovered from the se-
quence capturing a speaker playing the “MarySpeech” au-
dio file used by Davis et al. [2] under 4 distinct inference
frequencies: 1000, 2000, 4000, 6000Hz. The intelligibil-
ity (STOI) scores are [0.481, 0.513, 0.524, 0.523] (higher
is better). Increasing the inference frequency expands the
detectable vibration spectrum, thereby enhancing signal re-
construction fidelity. However, this concurrently reduces
the event signal density per voxel, which may affect the pre-
cision of micro-vibration estimation. Correspondingly, the
STOI scores exhibit an initial ascent followed by a plateau.
In our experiment, we set the inference frequency slightly
above the target frequency range.

7.3. Temporsal filtering

Previous motion magnification studies typically employ
temporal filtering to select motion within specific frequency
bands of interest using a band-pass filter. Temporal filtering
helps to prevent noise from being magnified, but it requires
prior knowledge of the observed vibration. In contrast, our
method usually aims to analyze vibrations across a broad
frequency spectrum. To mitigate noise in subtle motion es-
timation, our approach employs a reference image and ex-
ploits the temporal structure inherent in event data, which is
extracted through a recurrent event encoder, thereby effec-
tively suppressing isolated noise events.

7.4. Dynamic scenes

When the observed object undergoes global motion, it is
more challenging to detect subtle vibrations. Following
previous studies [2, 3], our method assumes that the ob-
served object remains static, exhibiting only tiny vibrations.
Under this assumption, our approach utilizes only one im-
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Figure 9. We capture a speaker that is manually grasped and
shaken. (a) The reference frame. (b) The spectrogram of the input
signal sent to the speaker. (c) Event signals at another timestamp.
(d) The spectrogram of our recovered sound.

age to provide scene texture information and is inapplicable
to dynamic scenes. To evaluate our method on non-static
scenes, we conduct an experiment where a speaker is man-
ually grasped and shaken. As shown in Fig. 9, the spec-
trogram of the recovered signal reveals a performance drop
when the speaker is shaken. Future works could track the
object’s macro-motion using both frames and events, and
dynamically update the reference frame.
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